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Abstract

Recently, a theory for stochastic optimal con-
trol in non-linear dynamical systems in con-
tinuous space-time has been developed (Kap-
pen, 2005). We apply this theory to col-
laborative multi-agent systems. The agents
evolve according to a given non-linear dy-
namics with additive Wiener noise. Each
agent can control its own dynamics. The goal
is to minimize the accumulated joint cost,
which consists of a state dependent term and
a term that is quadratic in the control. We fo-
cus on systems of non-interacting agents that
have to distribute themselves optimally over
a number of targets, given a set of end-costs
for the different possible agent-target com-
binations. We show that optimal control is
the combinatorial sum of independent single-
agent single-target optimal controls weighted
by a factor proportional to the end-costs
of the different combinations. Thus, multi-
agent control is related to a standard graphi-
cal model inference problem. The additional
computational cost compared to single-agent
control is exponential in the tree-width of the
graph specifying the combinatorial sum times
the number of targets. We illustrate the re-
sult by simulations of systems with up to 42
agents.

1 INTRODUCTION

A collaborative multi-agent system (MAS) is a collec-
tion of agents that autonomously control their behav-
ior to achieve a common goal or to maximize the per-
formance of the group. Examples are teams of soccer-
robots and teams of unmanned rescue vehicles in a
hazardous disaster area. In practical applications, a
MAS often has to deal with uncertainty in the envi-

ronment and limitations of its resources.

In this paper, we are interested in optimal control in
such systems. We focus on systems in which agents
in a stochastic environment have to distribute them-
selves efficiently over a number of targets. For exam-
ple, consider a system of n firefighter-agents and fires.
The agents are at some initial positions and should
reach the fires positions in the most efficient way, such
that each fire is reached by an agent (see figure 1). In
this problem, the final configuration, i.e., which agent
has reached exactly which fire is not of importance
for the end performance. The MAS should continu-
ously control itself such that in the end one of these n!
configurations is realized at minimal expected effort.
The additional complexity is that due to the noise in
the dynamics, a configuration that seems optimal from
the initial positions may become suboptimal in a later
stage.

A common approach is to model such a system as a
Markov Decision Process (MDP) in discrete space and
time: the optimal actions in an MDP optimization
problem are in principle solved by backward dynamic
programming. Since both the joint action space and
the joint state space of the agents are assumed to be
large in the discretization, and increase exponentially
in the number of agents, simply taking a basic dy-
namic programming approach to solve the MDP will
generally be infeasible [1].

Typically one can describe the system more compactly
as a factored MDP. In such systems both the transition
probabilities and reward functions have some struc-
ture. Unfortunately, this structure is not conserved
in the value functions and exact computation remains
exponential in the system size. Recently, a number
of advanced and powerful approximate methods have
been proposed. The common denominator of these ap-
proaches is that they basically assume some predefined
approximate structure of the value functions [2, 3.

In this paper, we take a different starting point.



Rather than discretizing, we will consider the stochas-
tic optimal control problem in continuous space and
time. As in discrete MDPs, this optimization prob-
lem is in principle solved by backward dynamic pro-
gramming. Usually this optimization is intractable.
However, if (1) both the noise and the control are ad-
ditive to the (nonlinear) dynamics, (2) the increment
in cost is quadratic in the control, and (3) the noise
satisfies certain additional conditions, then it can be
shown that the stochastic optimization problem can be
transformed into a linear partial differential equation,
which can be solved by forward stochastic integration
of a diffusion process [4, 5]. This formalism contains
linear-quadratic control as a special case [6].

An interesting observation in [4, 5] is the phenomenon
of symmetry breaking in multi-modal systems, i.e, in
problems where several local minima of the cost co-
exist. This symmetry breaking manifests itself as a
delayed choice, keeping options open and using the
fact that the noise may help to come closer to one of
the options at no additional cost.

Formally the extension of this formalism to coopera-
tive MAS is straightforward. The question that we ask
ourselves, is how the formalism scales from the single-
agent single-target situation (e.g. one fireman has to
go to a given fire) to a collaborative system of n agents
and m targets. Although the dynamics of the agents is
assumed to be independent, with optimal control the
behavior of the agents will be coupled in a non-trivial
way in order to reach an end-configuration at minimal
cost.

The paper is organized as follows. In section 2 we pro-
vide a review of the general (single-agent) framework.
As an example, we will rederive linear quadratic con-
trol from control theory. In this system a single agent
has to control itself to a single target. Next, in sec-
tion 3 we show how the framework easily allows the
modeling of an agent that has to control itself to one
of m possible targets. It turns out that optimal con-
trol for this case can be written as a weighted sum of
m optimal controls in the presence of the single tar-
gets. This result will form the basis of the multi-agent
analysis later in the paper.

In section 4 we will consider the framework in the
multi-agent setting. In general, the solution of this
type of problem consists of a sum of m™ terms due
to a contribution from each agent-target combination.
For small problems, this summation can be performed
explicitely. For large n and m, the solution is generally
intractable.

Next, we consider models in which the end-costs of
agents-targets configurations are factored as a sparse
graph. We show that the structure of the graph is con-

Figure 1: The firemen problem. A number of firemen
go to a number of fires, each to a different one. How
should the agents coordinate when it is not yet de-
cided to which fire each agent should go, and when
the actions of the agents are subject to noise?

served in the m™ terms. Therefore this summation can
be performed more efficiently using e.g. the junction
tree algorithm [7]. The computation time is exponen-
tial in the induced tree-width of the graph times the
number of targets m, and is linear in the number of
agents n. This is in contrast to discrete MDPs, where,
as remarked earlier, sparsity in the reward function is
not retained in the value function and does not help
to reduce the computation costs.

In section 5, we illustrate the framework by simula-
tion results of stochastic optimal control in the two
toy problems considered in this paper.

2 STOCHASTIC OPTIMAL
CONTROL OF A SINGLE AGENT

In this section, we review the framework developed
in [4, 5].

We consider an agent moving in IR*. Its position
obeys the stochastic dynamics

de = (b(z,t) + u)dt + d¢, (1)

with d¢ a Wiener process with (d¢;d¢;) = v;;dt, b(x,t)
an arbitrary function of x and ¢, modeling the dynam-
ics due to the environment. The agent can influence
the dynamics by the control w.

Given x at initial time ¢;, the problem is to find a
control trajectory u(t; — T') such that the expected
cost-to-go

Clz, ty,u(t, —» T)) =
<q§(z(T)) + /tT dt(Gu(t) " Ru(t) + V(x(t),t))> 2)

is minimal. The expectation is taken over all noise re-
alizations, resulting in different trajectories in state



space z(t; — T) that start in z. ¢(z(T)) is the
end cost, depending only on the end state x(T).
V(z(t),t)dt is the cost of being at position z(t) during
the time interval [t,t + dt], dtu(t) " Ru(t) is the cost
of the control during the same time interval. R is a
constant k£ x k matrix.

The expected cost-to-go at time ¢ needs to be min-
imized over all strategies u(t — T), this yields the
optimal (expected) cost-to-go

J(x,t) = min C(x,t,u(t — T)). (3)

u(t—T)

In the appendix, it is briefly explained that due to the
linear-quadratic form of the optimization problem—
the dynamics (1) is linear in the action u, the cost
(2) is quadratic in the action—the minimization can
be performed explicitly, yielding a non-linear partial
differential equation in J. If, in addition, the matrices
v and R can be linked via a scalar A such that v =
AR™!, the optimal cost-to-go is re-expressed as the log
of an ordinary integral (equation (15) in the appendix),

J(x,t) = =Xlog Z(z,t) (4)
with “partition function”
2w) = [ dyoly. Tl *0 (5)

in which p(y,T|x,t) is the probability of arriving in
state y at time 7', when starting in = at time ¢, under
the dynamics (14) in the appendix. This dynamics(14)
equals the stochastic system dynamics without control,
i.e., u = 0, with in addition the probability Y& ¢ of
being removed from the system between t and t + dt
and thus not arriving in state y. ¢(y) is the end cost
in the state y.

The optimal control of the agent is directly obtained
from the optimal cost-to-go, by taking its gradient
(equation (10) in the appendix), which implies the fol-
lowing result

u(z,t) = vo, log Z(x,t) . (6)

Example 1 The running example is a system with
linear dynamics, b =0, and zero potential V(x,t) = 0.
R and v are proportional to the identity and are con-
sidered as scalars. Regardless the end costs, the diffu-
sion process results in a Gaussian distribution

ly — ]

Tlx,t —
Pl Tl ) s exp |52

If we take a quadratic end cost around a target p,

é(x) = Sl — p?

the cost to go follows from a Gaussian convolution with
e~ ®/X resulting in

|z — uf®
2w(T —t+ R/a)

Z(x,t) x exp |—

The optimal control follows from (6) and (5) resulting
mn
w—x

U ) = T Ra

This result is well known from control theory [6].

Example 2 Now b and V are arbitrary, such that the
diffusion process results in a distribution p(y,T|z,t).
To enforce an end state close to target u, a quadratic
end cost with a large o can be chosen. The effect
is that the factor e=®W/X becomes proportional to a
delta-function centered around p, and Z follows di-
rectly from the value of p at the target,

Z(x,t) o /dyp(y,T\x7t)5(y —p) o< p(p, T, t)

from which J and u follow directly.

3 MULTIPLE TARGETS

In this section, we apply the framework of the previous
section to the case where an agent has to reach one of
a number of possible end states. We show that the
optimal control can be constructed from a weighted
combination of single-target optimal controls.

When the agent has to reach one of a number of states
1y« Uy at the end time, this can be modeled by
letting e~ ?®)/X be a linear combination of functions
which each are peaked around a single target s (with
s =1,...,m), like e.g. a delta function §(y — pus) or
a Gaussian centered around us with small width. We
denote these functions as ®(y; us) = ®(y; s). If we put
an additional cost E(s) when target p is reached, this
combination becomes

m

_ Y O ) = 3 w(s)e

s=1 s=1

e~ ¢/

Substitution into (5) gives the partition function

m
xt :Zw

s=1

:L'ts

which is a weighted combination of single-target par-
tition function

Z(z,t;s) = /dyp(y,T|$7t)<I>(y>S)-



The optimal action is obtained from (6) and reads

m

u(z,t) = Zp(s|o:, tu(z,t; s),

s=1

with single-target optimal controls
u(zx,t;8) = vo, log Z(x,t; s)

and p(s|z,t) the probability

B w(s)Z(x,t;8)
plsle,t) = S w(s)Z(x,tys")

Example 3 In the running example, optimal control
with multiple targets is

n—x

Ut = T R

with i the ‘expected target’

m
fi= > plska, s
s=1

which is the expected value of the target according to
the probability

w(s) exp {* 2u(‘7:f:tlL:1‘3/a):|

m T—ps|?
Zs:l ’LU(S) exp |:_ 21’(‘717:;%/0()}

p(s|$7t) =

4 STOCHASTIC OPTIMAL
CONTROL OF A MAS

We now turn to the issue of optimally coordinating a
multi-agent system of n agents. In principle, a multi-
agent system can be considered as a system with a joint
state © = (x1,...,x,), where z, is the state of agent
a, a joint dynamics (1), and a joint cost (2) which is to
be minimized by a joint action v = (u1,...,u,), where
uq is the control of agent a. The optimal control by
agent a follows from the appropriate components of
the gradient

Ua (L1, T, t) = V0y, log Z(x1, ..., xn,t).  (7)

We remark that in continuous space-time, the opti-
mal controls can be determined independently for each
agent, and coordination does not have to be imposed
explicitly. This is in contrast to discrete multi-agent
MDP models, in which coordination may be needed
since more than one optimal joint action can exist [1].
The reason is that in continuous time control results
in actions that are infinitesimal within an infinitesi-
mal time increment. This allow agents to adapt their
control immediately to each other.

4.1 INDEPENDENT DYNAMICS, JOINT
TASK

In the remainder of the paper, we consider agents with
independent dynamics bs(z,t) = by(z4,t) and inde-
pendent noise v, = V404, With v, a noise matrix re-
stricted to the domain of agent a. We also assume
individual contributions to the costs during the pro-
cess: Rap = Rydqp With R, a matrix restricted to a,
and V(z,t) = > Va(xe,t). We finally assume that
v = AR™! holds globally. Under these assumptions,
the agents behave like ‘non-interacting particles’, e.g.,
they can freely move through each other without costs
for collisions. Under these assumptions, the joint solu-
tion of the diffusion process factorizes into a product of
solutions of independent (single agent) diffusion pro-
cesses.

p(y,T|x7t) = Hpa(ya,T|$a,t) .

The agents optimal control and the resulting dynamics
will be coupled by their joint task, expressed in the
end-costs ¢(y). We consider the problem where the
agents have to distribute themselves over a number of

targets = p1,. .., thm.

The trivial case where each agent a has to go to a single
target ps, is equivalent with a single control problem,
with joint target ps = (thsy,---,Ms,). Now s is the
vector of labels, s = (s1,...,s,). Of course, control by
the agents is independent of each other. The partition
function factorizes in single agent partition functions

H/dyapa(yaaT|xaat)(I)a(ya§Sa)
HZa(xaat; Sa) N

Z(x,t;8)

More interesting is the case where the system has more
choices in how to distribute itself. Like in the single-
agent case, this is described by defining e~?®)/ to be
a positive linear combination of peaked (multi-agent)
single-target functions, ®(y;s) = [[, Pa(Ya; sq), as in
section (3), with the difference that in this sum s runs
over m" states (for all the possible distributions of
agents over targets). The partition function of this
system then reads

Z(x,t) = Zw(s) HZa(za,t; Sa) -

The optimal control of an individual agent a is ob-
tained using (7), and leads again to an average of
single-target optimal controls,

m

ua(wat) = Z p(sa|xat)ua($aat; 5a)7

Sqa=1



where Ua(xaa t; Sa) = VaazaZa(xaa t; Sa) and p(5a|za t)
is the probability
Zs\sa ’LU(S) Hb Zb(:rbv ta Sb)
Zs ’UJ(S) Hb Za((Eb, ta Sb)
which can be interpreted as the probability that agent

a has to go to target s, given the joint state x of the
MAS and time t.

p(salz,t) =

Example 4 The firemen problem. We consider n
identical agents, and m targets modeled as in exam-
ples 1 and 3. The aim of the agents is to distribute
themselves with minimal action such that each target
is reached at time T' by about - agents. We model the
system by an additional cost of

m n n 2 n 7’L2
E(s)=cy. Spisa— ) = 3 by
(s) Cf:1 <a ‘ f.8a m) C( aSb m)

a,b=1

in which ¢ > 0 is a constant indicating the costs of
suboptimal distributions. Optimal control of agent a is
given by -

Ha — Za
—_— 8
T—-t+R/a ()

with @i the expected target for agent a,

fa = Zp(5a|$, ) s, s

Sa

Ug(,t) =

where

E(s) |z — pus?
p(3a|$,t)O(S\ZSeXp [_ by - 2I/(T*t+R/a) -
(9)

The additional computation effort in multi-agent con-
trol compared to single agent control is the computa-
tion of p(s,|x,t), which involves a sum over m™ states.
For small systems this is feasible. For large systems,
this is only feasible if the summation can be performed
efficiently.

4.2 FACTORED END-COSTS
The issue is the computational complexity of the prob-
ability distribution

1
Z(x,t)

p(slz,t) =

’LU(S) H Za(xaa t; Sa) .

The complexity comes from the weights w(s) of the
end costs, which couples the agents. In the case that
the weights w(s) allow a factored representation

w(s) = [[wa(sa) = exp lZ —Eaisa)]

in which « are subsets of agents, we can apply the junc-
tion tree algorithm from probabilistic graphical models
to make inference more efficient [7]. The complexity is
then exponential in the induced tree-width of the un-
derlying graph. In the case of the firemen problem, this
approach does not really help. The clusters a contain
only two agents. However all pairs of agents appear in
a factor, which makes the graph fully connected, sim-
ilar to the fully connected Boltzmann machine. The
tree-width of the graph is n. Non-trivial tree width
(smaller than n) can be expected in systems where the
contribution of an agent to the end cost only depends
on the states of a limited number of other agents.

Example 5 Holiday resort problem. We consider a
set of n agents with identical dynamics, and m targets
(a few holiday resorts) modeled as in examples 1 and 3.
FEach agent has relations with only a few other agents,
and only cares for related agents whether or not to have
holiday in the same resort (depending on the sign of the
relation). If two agents are unrelated they are indiffer-
ent whether they end up in the same resort. Relations
are assumed to be symmetric. The aim of the agents
is that they have optimally distributed themselves with
minimal effort over the resorts at time T'. A way to
model such a system is to define for each related pair
of agents a and b a cost

Eab(sa; Sb) = _Cab(ssa,sb

with cqp to weight the relevance of the relation. The
sign of cqp s equal to the sign of the relation. The op-
timal control is again as in (8), with the current E(s)
substituted into (9). Note that the firemen problem is a
special case, with a fully connected network of negative
relations of strength c.

Inference of graphical models is in general linear in
the number of variables n and exponential in the num-
ber of states in the cliques of the underlying junction
tree [7]. The number of states in the largest clique is
equal to the treewidth of the graph times the num-
ber of states per node. This implies that models with
sparse graphs and a limited number of targets are
tractable.

5 NUMERICAL EXAMPLES

In this section we illustrate the optimally controlled
stochastic MASs by numeric simulations results.

In all simulations, we modeled agents in 1-d (for ex-
posure purposes). The models were as in the running
examples, with b = 0 and V = 0. In numerical simu-
lations, time is to be discretized. This has to be done
with a bit of care. In continuous time, udt should be
infinitesimal, regardless the size of u. In the discrete
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Figure 2: Simulation of firemen problem. Two agents
start in z = 0 at ¢ = 0 and should reach at ¢ = 1 the
two targets located at x = —1 and « = 1 in a noisy
environment with minimal cost of control. (a) The
positions z, of the agents as a function of time. (b)
The expected targets @z, of the agents as a function of
time.

approximation this implies that uAt should be small
compared to typical scales in the system. For the run-
ning examples, in particular (8), this means that

ult = e(fi — x)
with a small e < 1. From (8) we solve
At=¢€(T —t+ R/a)

which yields a finite discretization for finite a.. In the
simulations, we took o = 103 and € = 0.01. Further-
more we took noise parameter v = 1, and R = 1. We
started all agents at t = 0 at x = 0. End time is T' = 1.

In the first simulation, we have the firemen problem
with two agents and two fires located at —1 and 1.
We model a preference of one agent per fire in the end
situation. This is achieved by using the weight rep-
resentation w(sy, s2) = exp(—FE(s1,s2)/\) and setting
E(1,2) = E(2,1) = 0 and E(1,1) = E(2,2) = 2. In
figure 2, the positions of the 2 agents x; and z are
plotted, as well as the expected target locations j1; and

positions

time

expected targets

time

Figure 3: Simulation of firemen problem with 6 agents
start in z = 0 at ¢ = 0 and should reach at ¢ = 1 the
three targets located at x = —1,0,1, preferably two
agents per target. (a) The positions z, of the agents
as a function of time. (b) The expected targets @, of
the agents as a function of time.

2. We see that the MAS reached a preferred goal: at
the end time each target is reached by exactly one
agent. During the whole trajectory, i1 ~ —fi2 since
the MAS mostly aim at an end-configuration with one
agent per fire. Furthermore, note that in the first part
of the trajectory, the expected targets are close to zero,
while only after about ¢ = 0.6 the agents seem to make
a clear choice for their targets. This delayed choice is
due to a symmetry breaking in the cost-to-go as time
increases. Before the symmetry breaking, it is bet-
ter to keep options open, and see what the effect of
the noise is. After the symmetry breaking, time is too
short to wait longer and a choice has to be made. This
phenomenon is typical for multi-modal problems. For
more details we refer to [4, 5].

In the second simulation, we have the firemen prob-
lem with six agents and three fires located at —1, 0
and 1. We modeled the end cost as in example 4. In
figure 3, the positions of the 3 agents are plotted, as
well as the expected target locations. From the figure
it can be concluded that the MAS has successfully dis-
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Figure 4: Simulation of holiday resort problem. 42
agents start in x = 0 at t = 0 and should reach at t = 1
the three targets located at x = —1,0, 1, preferably
together with positively related agents and not with
negatively related agents (relations are not shown in
the figure). (a) The positions z, of the agents as a
function of time. (b) The expected targets i, of the
agents as a function of time.

tributed itself with two agents at each target. In this
simulation, two (local) symmetry breakings are clearly
visible. At about t=0.5, 2 agents seem to choose for
target 4 = —1 and the other four agents for an ex-
pected target of @ = 0.5. Then at about ¢t = 0.8
there is a second symmetry breaking, where these four
agents make their final choice.

In the last simulation, we have the holiday resort prob-
lem with 42 agents and three resorts located at —1, 0
and 1. We modeled the end cost as in example 4. To
model the relations between the agents we generated
a random graph with 42 nodes, in which each node is
coupled to exactly three randomly chosen neighbors.
The relation strengths were randomly chosen cqp, = +1
with equal probability.

In figure 4, the positions of the 42 agents are plotted,
as well as the expected target locations. From the
results it can be seen that each agent reached a target.
Actually, target —1 is reached by 10 agents, target 0

by 23 agents, and target 1 is reached by 9 agents. In
this simulation, the coordination in terms of cluster
formation in f is profound, despite the fact that the
positions of the agents seem to be quite chaotic.

In the graph in this simulation, there were 34 positive
and 29 negative relations. The treewidth is 7. Among
the agents that ended at target —1, there were 5 pos-
itive relations and 0 negative ones. At target 0, there
were 18 positive relations and 1 negative one. At tar-
get 1, there were 6 positive relations and 0 negative
ones. So within the targets, there were a total of 29
positive relations and 1 negative one. Between agents
at different targets, there were 5 positive relations and
28 negative ones.

6 DISCUSSION

We studied optimal control in collaborative multi-
agent systems in continuous space-time. A straightfor-
ward approach to discretize the system in space and
time would make the n agent MAS intractable due
to the exponential blow-up of the state-space. In this
paper, we took the approach developed in [4, 5]. We
showed that under given model assumptions, optimal
distributed control can be solved analytically and that
this solution is tractable in large sparsely connected
systems.

In dense multi-agent systems, however, the exact infer-
ence is intractable. A natural approach would be the
use of message passing algorithms for approximate in-
ference. This is currently studied and will be reported
in near future.

There are many possible model extensions that need
to be explored in future research. Obvious extensions,
such as a non-fixed end-time, or systems with more
realistic environments, such as allowing for obstacles
are already of interest to study in the single agent sit-
uation. Others apply typically to the multi-agent sit-
uation, such as penalties for collisions between agents.
Typically, these types of model extensions will prohibit
an analytical solution of the control, and approximate
numerical methods will be required. Some proposals
can be found in [4, 5].

Finally we would like to stress, that although the
model class is quite specific and maybe not generally
applicable, we think that the study of this class is in-
teresting because it is one of the few “exactly solvable”
multi-agent systems, allowing the study of non-trivial
collective optimal behaviour in large distributed sys-
tems, both analytically as well as in simulations, and
possibly providing insights that might help to develop
approximating methods for more general systems.
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A STOCHASTIC OPTIMAL
CONTROL

In this appendix we give a brief derivation of (4), (5)
and (6), starting from (3). Details can be found in
[4, 5].

The optimal cost-to-go J in a state x at time ¢ is found
by minimizing C(z, ¢, u(t — T')) over all sequences of
controls over the time interval [¢, T,

J(z,t) = u(I?ig“) Clx,t,u(t — T)).

It satisfies the stochastic Hamilton-Jacobi-Bellman
(HJB) equation

—0¢J = min <%UTRu+V+(bJru)TamJJr%Tr(V@iJ)>,

with boundary condition J(z,T) = ¢(z). The mini-
mization with respect to u yields
u=—R7'0,J, (10)

which defines the optimal control. Substituting this
control in the HJB equation gives a non-linear equa-
tion for J. We can remove the non-linearity by using
a log transformation: define ¢(x,t) through J(xz,t) =
—Alog¢(z,t), with A a constant to be defined, then

1
§uTRu +uld,J

N2 0.0) TR0,

%Tr(l/agJ) = %/\1/172(8961/))T1/811/)

f%)ﬂ/)_lTr(yﬁiw).

The terms quadratic in ¢ vanish if there exists a scalar
A such that
v=AR"" (11)

In the one dimensional case, such a A can always be
found. In the higher dimensional case, this restricts
the matrices R™! o« v. When (11) is satisfied, the
HJB equation becomes

o = <¥ —-b'0, — %Tr(y8§)>z/1

where H a linear operator acting on the function .
Equation (12) must be solved backwards in time with

Y(z,T) = e~ ?*)/X However, the linearity allows us
to reverse the direction of computation, replacing it by
a diffusion process, as we will now explain.

The solution to equation (12) is given by

(e, t) = / dyp(y, Tlz, )@ (13)

the density p(y, 9|z, t) (t < ¥ < T) satisfying a forward
Fokker-Planck equation

Owp(y, dx,t) = HTp(y,19|x,t), (14)

where H' the Hermitian adjoint of H,

Vv 1
Hfp=— P 3ypr+ iTr(yﬁjp).

The potential V in H' implies an annihilation, the
diffusion process is “killed” with a rate %dt.

Finally we find the optimal cost-to-go from equation
(13),

J(z,t) = —Mog/dyp(%ﬂﬂ?i)@’“””- (15)
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